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Abstract

In today’s high-performance computational environ-
ments communication substrates often stand out as the ma-
Jjor limiting factor to performance, accessibility, and sta-
bility. Such platforms are naturally well-suited for high-
performance network foundation built upon Gigabit Ether-
net, or “GigE” technologies. Gigabit Ethernet hardware
continues to become more attractive in price and availabil-
ity, making it a viable choice for situations where large
bandwidth is demanded. And copper-based Gigabit Ether-
net holds additional advantages when considering the addi-
tional cost associated with rewiring for fiber technologies.
This report characterizes the current capabilities of copper-
based gigabit solutions and identifies requisite components
for optimal performance. These aspects are compared un-
der various Linux and Windows 2000 configurations as they
relate to latency, throughput, and stability for a variety of
hardware configurations.

1. Introduction

Inter-process communication is often the most critical
aspect in the overall performance of tightly-coupled clus-
ter environments, high-volume database servers, or any dis-
tributed system where data movement is imperative to func-
tionality. In general, the measure of an application’s perfor-
mance involves numerous aspects and inefficiencies can oc-
cur at many different layers between the actual application
and the underlying hardware layers. Naturally, Gigabit Eth-
ernet technology is growing as a viable solution to relieving
bottlenecks within compute environments and server con-
nections at the link layer. Although Gigabit Ethernet has
been standardized for fiber optic connections since 1998,
only recently was the standard for copper-based Category 5
(Cat-5) cable approved. [5] has a thorough presentation of
the Gigabit Ethernet standard. See [4] for a description of
copper-based Gigabit Ethernet’s evolution.

Gigabit Ethernet using Cat-5 cabling is most attractive
inasmuch as most networking infrastructure is already uti-
lizing copper, greatly reducing rewiring costs. While Gi-
gabit Ethernet has found a niche in high-performance clus-
tering and server environments, the recent adoption of the
802.3ae standard for 10 Gigabit Ethernet raises the bar, and
it is anticipated that Gigabit Ethernet infrastructures will
soon be elevated so as to be as commonplace as today’s vast
installation base of Fast Ethernet.

But unlike the more mature Fast Ethernet technologies
where near-peak Fast Ethernet performance is common-
place, deriving peak gigabit performance from a Gigabit
Ethernet adapter can be quite difficult. In addition, identifi-
cation of the factors that significantly diminish performance
can also be an elusive task. This paper provides a snapshot
into the current capabilities of various copper-based Gigabit
Ethernet adapters. Extending the results presented in [2],
this report examines the influences of jumbo frames, PCI
bus speed, variations of drivers and of operating systems
as factors that hold influence on throughput, stability, and
latencies of several copper-based Gigabit Ethernet adapters
available on the market today.

2. Testing Environment

Figure 1 enumerates the cards utilized in this report
along with the associated chipset and drivers. Peak through-
put, latency, and stability are analyzed using netpipe [6],
version 2.4 from Ames Laboratory. Netpipe is a utility
that examines latency and throughput using variations on
standard memory-to-memory ping-pong tests. Messages
increasing in size from 1 byte to 64Mbyte or larger are
exchanged between a transmitter and a corresponding re-
ceiver. Each ping-pong test is repeated multiple times so
as to derive a more accurate timing. Latency measurements
for Netpipe are derived from the round-trip times for small-
sized packets.

The hardware utilized to investigate performance in-
cluded a pair of identically-configured Athlon 1500MP sys-



Manufacturer Model Linux Driver(s) Windows 2000 Driver Chipsets
3Com 3C996BT becm5700 v.2.0.28 (3Com), Tigon v0.98 (kernel) v.2.32.0.0 Broadcom BCM5701
ARK Soho 2000T ns83820 v0.15 (kernel) v.5.0.1.24 National Sem. dp83820
ARK Soho 2500T (32-bit) ns83820 v0.15 (kernel) v.5.0.1.24 National Sem. dp83820
SMC 9462TX ns83820 v0.15/v0.17 (kernel) v.5.0.1.24 National Sem. dp83820
D-Link DGE-500T (32-bit) ns83820 v0.15/v0.17 (kernel) v.5.0.1.24 National Sem. dp83820
Intel 1000XT ¢1000, v4.1.7 (Intel)/ v4.2.4-k2 (kernel) v.3.63.363.0 Intel 82544EI
NetGear GA-302T (32-bit) ac1000 (NetGear), Tigon v0.98 (kernel) v.1.0.0.0 Altima (nee Broadcom)
NetGear GA-622T gam (NetGear), ns83820 v0.15/v0.17 (kernel) v.5.0.1.24 National Sem. dp83820
SysKonnect SK98-21 sk98lin v4.0.6 (kernel) v.3.7.0.0 L5A9338

Figure 1. Card manufacturers, models, drivers and chipsets used in this evaluation.

tems. Each system had a single processor mounted into a
Tyan S2466N motherboard with 512MB of DDR RAM.
The Tyan S2466N offers two 64-bit and four 32-bit PCI
slots. The 64-bit PCI slots are jumperable to 66MHz or
33MHz, which also facilitated our testing on the influence
of the PCI bus speed. Each system was configured to boot
into Debian 3.0 GNU/Linux and Microsoft Windows 2000
Professional. Versions 2.4.7, 2.4.19-pre9-ac2, and 2.5.7 of
the Linux kernel were used for testing on the GNU/Linux
operating system. Service pack 2 was applied to the Win-
dows 2000 installation. As switching technologies would
introduce an additional layer into the testing environment,
the test systems were joined together back-to-back, using
Cat-5e crossover cables (6-, 12-, and 18-feet lengths).

The Netpipe utility offers several different communica-
tion substrate tests, such as PVM-, MPI-, and TCP-based.
The performance measurements presented herein utilized
the TCP-based suite. While other communication proto-
cols are arguably better suited for high-speed communi-
cation frameworks, the TCP-based benchmarks provide a
more universal perspective into the performance that can
generally be expected of any particular card.

The testing process includes an analysis of the effect of
the speed of the PCI bus and the TCP MTU settings. The
PCI bus was jumpered at both 66MHz and 33MHz. In both
bus configurations, TCP MTU sizes were adjusted from
the standard 1500-bytes, through 3000-, 4000-, 6000-, and
9000-bytes provided the driver was capable of accommo-
dating the larger frame sizes.

The plots presented for each card, reflect measured
throughput for various message sizes (see, for example, Fig-
ure 2), for the two PCI bus speeds (33MHz, 66MHz), and
for various TCP MTU sizes supported by the driver (see, for
example, Figure 3).

3. Driver Performance under GNU/Linux

The baseline for our benchmarks in this section involves
the cards listed in Table 1 in conjunction with the “out-of-
the-box” device drivers. Modules distributed in source form
were compiled without modification to the source. Binary
module formats of drivers were loaded into the Linux ker-
nel without extra parameters. All tests results reflect perfor-
mance observed for the 2.4.17 Linux kernel.

Performance results reflecting variations on these speci-
fications, which include supplying of additional module pa-
rameters and updated drivers in newer Linux kernels, are
given in Section 5.

3.1. 32-bit Cards

This section begins with a look at the three 32-bit copper-
based gigabit cards in the collection; the NetGear GA302T,
the D-Link DGE-500, and the Ark Soho-2500.

3.1.1 GNU/Linux Performance: NetGear GA302T

Performance for the NetGear GA302T is shown in Fig-
ure 2. The “ac1000” Linux drivers used for the NetGear
GA302T are developmental drivers that were provided upon
request from NetGear. While not available as “production”
drivers, the ac1000 drivers were found to be very capable,
stable, and delivered smooth performance.

The Broadcom chipset is also driven by the Tigon tg3
driver, found in the 2.4.19 Linux kernel. Figure 2 shows the
results of tests using available bus configurations (66MHz
and 33MHz). The NetGear GA302T’s peak throughput ex-
ceeds all other out-of-the-box 1500 MTU benchmarks — in-
cluding those of the 64-bit cards.
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Figure 2. Performance for the NetGear
GA302T.

3.1.2 GNU/Linux Performance: D-Link DGE-500T

Performance of the D-Link DGE-500T is shown in Figure 3.
The D-Link DGE-500T is one of several copper-based giga-
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Figure 3. Performance for the D-Link DGE-
500T.

bit cards in the test that are based upon the National Semi-
conductor’s dp83820 chipset. There are several drivers for
the dp83820 chipsets. D-Link provides tuned drivers for the
DGE-500T that work in earlier Linux kernels, but have yet
to release binary drivers or source code that is compatible
with the later 2.4.x series kernels. Nonetheless, the stan-
dard Linux kernel provides support for this chipset through
Ben LaHaise’s ns83820 driver. The v0.15 version of the

ns83820 supports MTU tests up through 6000 bytes.

Figure 3 shows performance characteristics consistent
with using the Linux kernel’s ns83820 driver, version v0.15,
in conjunction with the dp83820 chipset. Note that with the
ns83820 v0.15 drivers as seen here, throughput is highly
dependent upon MTU size, but not significantly dependent
upon the bus speed.

3.1.3 GNU/Linux Performance: ARK Soho-2500

Also based upon the National Semiconductor dp83820
chipset is the 32-bit ARK Soho-2500. This card con-
sists of nearly-identical core components compared to other
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Figure 4. Performance for the Ark Soho-2500.

dp83820-based cards. Observable performance was also
similar, yet these cards were purchased for less than half
of the cost of the more name-brand varieties.

Compare the performance of the Ark Soho-2500 de-
picted in Figure 4 with that of the D-Link DGE-500T in
Figure 3. Both cards show comparable throughput with the
Linux kernel ns83820 v0.15 driver, similar behaviors with
the causality of MTU size on throughput, and the same la-
tency measurements.

While there are many similarities between the dp83820-
based cards, as these performance graphs indicate, there are
subtle differences when working with alternative drivers.
See Section 5 for comments on working with multiple
drivers.

3.2. 64-bit Cards

The 64-bit copper-based GigE cards in our test include
the Ark Soho-2000, SMC 9462TX, NetGear GA622T,
3Com 3C996B, Intel 1000XT, and SysKonnect SK98-21.



The first three of these cards utilize the same dp83820
chipset as presented in Figures 3 and 4, but with twice the
bus width. These cards provide an ideal transition in these
investigations in moving from 32-bit to 64-bit interfaces.

The 3Com 3C996B, Intel 1000XT, and SysKonnect
SK98-21 offer cards with chipsets unique to the testing
pool. These cards in particular, are more commonly mar-
keted to the server and clustering market where large-
bandwidth demands are the status quo.

3.2.1 GNU/Linux Performance: Ark Soho-2000

The Ark cards form the framework for the transition from
the 32-bit tests. The Soho-2000, like the Soho-2500 and
the D-Link DGESO00T, is based upon the dp83820 chipset,
and so this provides insight into the benefits of extending
the bandwidth of the PCI bus from 32-bit to 64-bit, within
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Figure 5. Performance results for the 64-bit
Ark Soho-2000.

the framework of the same chipset on the network inter-
face. Comparing the performance results for the 64-bit
Soho-2000, shown in Figure 5, with the performance re-
sults for the 32-bit varieties that utilize the same chipset,
Figures 4 and 3, we see an modest increase in throughput at
the upper end, and a bit of more instability in the 1500 MTU
tests: from 609Mbps to 650Mbps. So in this case, with this
particular driver, there is not much benefit derived from the
extended bus connection.

3.2.2 GNU/Linux Performance: SMC 9462TX

Figure 6 shows the performance results for the SMC
9462TX. A notable observation in comparing the 9462TX
with similarly-equipped dp83820 cards (Figures 3, 5, 4, and
the NetGear GA622T’s v0.15 ns83820 performance to be

MC 9462 TX, ns83820 v0.15 Drivers,
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Figure 6. Performance for the SMC 9462TX.

shown in Figure 7) is the reliability of the card under the
1500 MTU runs. The SMC 9462TX shows a much smaller
deviation in the asymptotic limit as packet size increases.

3.2.3 GNU/Linux Performance: NetGear GA622T

Of all the dp83820-based cards tested, the NetGear
GA622T was the only card that offered additional Linux
drivers that were compatible with the more recent Linux
2.4.x kernels. The unmodified NetGear “gam” drivers pro-
vide further testing and insight into the capabilities of cards
based upon the dp83820 chipset.

NetGear GA622T, ns83820 v0.15 Drivers
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Figure 7. Performance for the NetGear
GA622T (ns83820 v0.15).

Performance for the NetGear GA622T under the
ns83820 v0.15 drivers distributed with the Linux 2.4.17



kernel is shown in Figure 7. As one might expect, un-
der the ns83820 v0.15 drivers the NetGear GA622T per-
forms on par with the performance mentioned previously
for similarly-equipped cards (c.f. Figures 3, 4, 5, and 6).
The NetGear gam drivers are extensions to the core
GNU/Linux drivers from National Semiconductor, adapted

NetGear GA622T, NetGear "gam" v1.02 Drivers
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Figure 8. Performance for the NetGear
GA622T (NetGear “gam”).

for the header file changes found in the later 2.4.x series
Linux kernels. The unmodified gam driver supported other
MTU sizes, but were omitted from Figure 8 for clarity. As
shown in Figure 8, the unmodified gam driver offers very
stable, competitive high performance.

3.2.4 GNU/Linux Performance: 3Com 3C996BT

The 3Com 3C996BT is built around a Broadcom BCM5701
chipset, and supports a range of full-featured configurations
for high-bandwidth servers. Traffic shaping, trunking, and
fault tolerance aspects are some of the additional features
offered by the 3C996BT.

In terms of throughput, performance results for the
3C996BT are shown in Figure 9. The graph indicates a
performance hit for using a 9000 MTU size in the 33MHz
bus. Peak throughput increases from 741.33 Mbps at 1500
MTU to a peak peak throughput of 785.93 Mbps at 6000
MTU, and then decline to 618.86 Mbps at 9000 MTU. The
3C996BT was also benchmarked using the Tigon drivers of
the 2.4.19-pre9-ac2 kernel (see Figure 26).

3.2.5 GNU/Linux Performance: Intel 1000XT

The Intel 1000XT is also a feature-rich card, offering fea-
tures such as extensive jumbo frame support, load balanc-
ing features, fault tolerance, and 133MHz PCI capabilities.
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Figure 9. Performance for the 3Com 3C996BT.

While tuning the parameters and tweaking drivers improved
the card’s throughput and stability, Figure 10 shows that
care should be taken when using default parameters with
the 4.1.7 version of the 1000 drivers in conjunction with
jumbo frames. In benchmark tests where the MTU size was

Intel 1000 XT, Intel 1000 v4.1.7
Latency: 0.000089, Max. Thruughput 636.186854 Mbps
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Figure 10. Performance for the Intel 1000XT.

4000 or larger, the 1000 XT with default parameters expe-
rienced systematic and reproducible connectivity dropouts.

However, this behavior is easily solved by modifying the
default driver options. With the help of the GNU/Linux
technical support team within Intel’s Network division, the
dropout phenomena was able to be resolved completely. In
addition, suggestions from the Intel support team provided
dramatic increases in overall throughput and stability (dis-
cussed in detail in Section 5, see Figure 21), making the
1000XT one of the top all-around performers.



3.2.6 GNU/Linux Performance: SysKonnect SK98-21

The SysKonnect SK98-21 proved to have the best through-
put, the lowest latencies, and greatest stability of all cards
in the out-of-the-box test. As can be seen in Figure 11,

SysKonnect SK98-21, SysKonnect sk98lin v4.06
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Figure 11. Performance for the SysKonnect
SK98-21.

the SK89-21’s proved to be especially capable in the upper-
MTU range. The peak throughput of the SK98-21 pair of
cards in the GNU/Linux systems was the highest of all cards
tested, including all Windows 2000 runs and all runs per-
formed on other cards with tweaked drivers and parameter
options.

4. Driver Performance under MS Windows
2000

In this section, performance results are presented for
the collection of GigE network cards under the same hard-
ware environment, with drivers aligned to the Microsoft
Windows 2000 operating system. In general, these results
show vastly different characteristics between GNU/Linux
and Windows performance. The performance results below
reflect scenarios similar to those depicted in Section 3. At
times, the Windows 2000 drivers for a certain card offered
only pre-selected frame sizes in which case the frame sizes
consistent with those selected in Section 3 were used.

4.1. 32-bit Cards

This section begins with another look at the three 32-bit
copper-based gigabit cards in the collection: this time under
a Windows 2000 environment. These include the NetGear
GA302T, the D-Link DGE-500, and the Ark Soho-2500.

4.1.1 Windows 2K Performance: NetGear GA302T

Similar to the behavior seen in Figure 2, the NetGear
GA302T performance in Microsoft Windows 2000, Fig-
ure 12, is significantly dependent upon the speed of the un-
derlying bus. Throughput, however, was not identical. The

NetGear GA302T, Driver v.1.0.0.0
Max. Throughput: 692.307692
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Figure 12. W2K Performance for the NetGear
GA302T.

peak W2K throughput of 692.3Mbps is only 73% of the
878.7Mbps peak throughput attained in Linux.

4.1.2 Windows 2K Performance: D-Link DGE-500T

D-Link DGE 500, Driver version: 5.0.1.16
Max. Throughput: 564.054106
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Figure 13. W2K Performance for the D-Link
DGES500T.

The Windows 2000 performance for the 32-bit D-Link
DGESO00T shown in Figure 13 shows a characteristic con-



sistent with all of the National Semiconductor dp83820-
based chipsets: namely, a general indifference to the MTU
setting. The W2K peak throughput of 654.1Mbps is
7% greater than the 607.1Mbps achieved using the v0.15
ns83820 driver found in the 2.4.17 Linux kernel (shown in
Figure 3) and is 5% lower than the 688.2Mbps achieved by
the v0.17 ns83820 driver found in the 2.4.19 Linux kernel
(not shown).

4.1.3 Windows 2K Performance: Ark Soho-2500

Based upon the same chipset as the D-Link DGE-500T
described above, the Ark Soho-2500 exhibits nearly iden-
tical characteristics. Minor differences between these

Ark SOHO 2500, Driver v.5.0.1.24
Max. Throughput: 513.759998
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Figure 14. W2K Performance for the Ark
SOHO-2500.

two dp83820-based chipsets can be seen in the maximum
throughput. While the DGE-500T has a greater throughput,
this is attributable to the spurious throughput peaks at the
larger packet sizes in the DGE-500T tests.

4.2. 64-bit Cards

This section examines the performance of the six 64-
bit cards in the test under the drivers for Windows 2000.
This includes the Ark Soho-2000, SMC 9462TX, NetGear
GA622T, 3Com 3C996BT, Intel 1000XT, and SysKonnect
SK98-21.

4.2.1 Windows 2K Performance: Ark Soho-2000

The Ark Soho-2000 (Figure 15) shares the same chipset as
the SMC 9462TX (Figure 16) and the NetGear GA622T
(Figure 17). Comparing these performance results, one sees
that the Soho-2000 enjoys an advantage in peak throughput:

Ark SOHO 2000, Driver v.5.0.1.24
Max. Throughput: 695.022583
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Figure 15. W2K Performance for the Ark
SOHO-2000.

695Mbps, 684.5Mbps, and 630Mbps respectively. How-
ever, the peak throughput for the Soho-2000 is more of an
anomaly, appearing almost spuriously at the end of the trial
(reference the trailing throughput peak in Figure 15).

4.2.2 Windows 2K Performance: SMC 9462TX

SMC 9462 TX, Driver v.5.0.1.24
Max. Throughput: 684.490020
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Figure 16. W2K Performance for the SMC
9462TX.

Whereas the W2K driver for the Ark soho line support
arbitrary frame size specification up through 6000 MTU,
the W2K driver for the SMC 9462TX supports pre-defined
frame sizes. Performance results for the frame sizes consis-
tent with the tests in Section 3 are presented in Figure 16.



As is generally true with the dp83820-based cards, compar-
ing Figure 16 with the corresponding ns83820 v0.15 driver
performance in Figure 6 one can see that the W2K driver
holds a significant advantage for the smaller MTU sizes and
in peak throughput.

4.2.3 Windows 2K Performance: NetGear GA622T

With the NetGear GA622T, one is able to put together a full
picture of the influence of the drivers. Depicted in Figure 17
is the performance of the NetGear GA622T under Windows
2000. Note that like the Ark soho-2500, the Ark soho-2000,

NetGear GA622T, Driver v.5.0.1.24
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Figure 17. W2K Performance for the NetGear
GA622T.

and the SMC 9462TX, this card is built around a 64-bit in-
terface to the National Semiconductor dp83820 chipset. As
such, it can be driven by one of several drivers (see Figure 7,
Figure 8, Figure 17 and Figure 24).

4.2.4 Windows 2K Performance: 3Com 3C996BT

Of all the cards tested under the Windows 2000 operating
system, the 3Com 3C996BT shows the most partiality to
the size of the frame, but to the detriment of performance.
Peak throughput drops nearly linearly from 666.7Mbps at
1500MTU to 514.5Mbps on the 66MHz runs. Similar
drops are observed for the 33MHz runs as well, and for
the outcomes of the GNU/Linux runs (reference Figure 9).
This observable phenomena and other aspects of the 3Com
3C996BT are addressed in Section 5.4, where modifications
to the operating system setup improve performance signif-
icantly and reverse the decreasing performance caused by
increased MTU size.
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Figure 18. W2K Performance for the 3Com
3C996BT.

4.2.5 Windows 2K Performance: Intel 1000XT

Under Windows 2000, the Intel 1000XT loses the dropouts
that were observed in the GNU/Linux environment, and is

Intel 1000 XT, Driver v.3.63.363.0
Max. Throughput: 717.824183
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Figure 19. W2K Performance for the Intel
1000XT.

one of the top out-of-the-box performers. The W2K perfor-
mance for the Intel 1000XT is shown in Figure 19.

4.2.6 'Windows 2K Performance: SysKonnect SK98-21

The SysKonnect SK98-21 is another top performer under
these out-of-the-box runs. Figure 20 indicates that the card
has widely-varying throughput for low-MTU settings and
the higher bus speed. One explanation for this is the driver’s



SysKonnect SK98-21, Driver version: 3.7.0.0
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Figure 20. W2K Performance for the SysKon-
nect SK98-21.

interrupt moderator feature, which throttles interrupt re-
quests when they are being issued at too fast of a rate. At
the lower MTU settings with higher bus speeds, the number
of interrupts thrown by the card would reach the interrupt
moderator threshold faster, causing the wide variance in the
throughput. See Figure 23 in Section 5 for a perspective on
the impact of the interrupt moderator and throughput.

5. Performance Tuning

The performance results presented in Section 3 and Sec-
tion 4 reflect the standard implementation of unmodified
drivers provided by either the Linux kernel or the card ven-
dor. Beta drivers, parameter options, and variations on en-
vironmental aspects provide a seemingly infinite array of
testing opportunities. Finding “optimal” combinations of
variables can be a true exercise in patience. This sections
presents a few findings of specific interest, where aspects of
throughput or stability are measurably increased by varia-
tions on the testing environment.

5.1. Throttled Interrupts

Many drivers offer features that limit, queue or other-
wise throttle the number of interrupt requests that originate
from the card. Relaxing these limitations often increases
throughput considerably but at the cost of CPU utilization.
For a complete analysis of the relationship between CPU
utilization, interrupt settings, and throughput, see [3].

Earlier (see Figure 10), it was shown that the Intel
1000XT exhibited performance dropouts when tested un-
der MTU sizes larger than 4000 bytes. By providing the
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Figure 21. Improved performance in the Intel
1000XT 4.2.4-k12 Driver.

module options RxIntDelay=0 and TxIntDelay=0,
in conjunction with the newer version of the Linux ker-
nel driver, performance rebounded significantly (see Fig-
ure 21, compare with Figure 10). By default, the
RxIntDelay and TxIntDelay are determined by the
driver’s DEFAULT_TIDV parameter, which is set to 64 in
the 4.1.7 driver.

Decreasing the interrupt delay however, does
not always increase a card’s performance and can
be detrimental to stability. Variations on reduc-
ing the 3Com 3C996BT’s interrupt delay through
the use of the driver’'s rx_coalesce_ticks and
tx_coalesce_ticks parameters or  automati-
cally, using rx.adaptive_coalesce=1 and
tx_adaptive_coalesce=1 parameters decreased
the peak throughput of the card. That is to say, lowering
the interrupt delay had a negative impact on throughput for
the 3C996BT. Only by increasing the size of the socket
buffers was this phenomena rectifiable with the 3C996BT
(see Figures 27 and 28).

The dp83820-based chipsets offer a feature referred to
as “interrupt holdoff.” The v0.17 version of the ns83820
driver in the 2.4.19-pre Linux kernels takes this into ac-
count, which is one of the reasons for the increased perfor-
mance and decreased latency in the v0.17 driver (see the
next section). One can also modify the v0.15 driver so
as to reduce the interrupt delay, leading to a latency drop
from 200 psec down to 20 usec. Throughput increases con-
siderably, but stability was an issue for larger frame sizes.
Figure 22 shows the corresponding improvement in perfor-
mance in reducing the interrupt delay for the v0.15 for MTU
sizes of 1500 and 3000.

Relaxing the interrupt restrictions also benefits perfor-
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Figure 22. Improved performance through re-
duction of interrupt delays.

mance under the Windows 2000 drivers. Figure 20 showed
widely-varying performance for the SysKonnect SK98-21
under low MTU and high bus rates. Figure 23 shows the
effect of increasing the number of allowable interrupts, re-
laxing the role of interrupt moderator.
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Figure 23. Improved performance through re-
duction of interrupt delays.

5.2. Improved ns83820 v0.17 Drivers

A significant number of cards that are part of the per-
formance tests in this report are built around the National
Semiconductor dp83820 chipset. While some vendors

strive to provide Linux drivers for these cards, all but Net-
Gear had drivers compatible with the latest 2.4.x series ker-
nels. In lieu of vendor supported drivers, Ben LaHaise from
RedHat actively maintains a robust, full-featured, open
source driver for the dp83820 chipset, the ns83820 driver.
The v0.15 release of the ns83820 driver was used for the
ns83820-related performance results depicted throughout
Section 3.

Version v0.16 of the ns83820 driver was a code cleanup,
and v0.17 is to focus on performance enhancements. v0.17
of the ns83820 kernel driver has been integrated into the
2.4.19 Linux kernel. At the time of this writing, the 2.4.19
kernel is still under development. The v0.17 ns83820 driver
used for testing in this report was part of the 2.4.19-pre9-
ac2 version of the Linux kernel, which was a preliminary
version of the 2.4.19 kernel with Alan Cox extensions.

The performance of the v0.17 ns83820 Linux kernel
drivers can be seen in Figure 24. While the unmodified
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Figure 24. Improved performance in the

ns83820 v0.17 drivers; shown here with the
NetGear GA622T card.

v0.17 drivers supported only the 1500MTU run of our tests,
compare Figure 24, which shows the NetGear GA622T be-
ing driven by the updated v0.17 ns83820 driver, with Fig-
ure 7, the same NetGear GA622T driven by the 2.4.17
Linux kernel’s ns83820 driver. In addition, Figure 24 and
Figure 8 show that the open source driver provides slightly
better performance over the vendor-supported driver.

5.3. Socket Buffers

While more of an operating system and application
tweak, the ns83820 driver has been shown to perform sig-
nificantly better if one increases the default socket buffer



size (64K in our environment). To put this performance
attribute in the context of this report (driver performance),
Figure 25 shows the performance resulting from a mixture
of increasing the socket buffers to 512KB and decreasing
the interrupt delay, as was discussed in Section 5.1. Note the
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Figure 25. Reducing interrupt delays and in-
creasing socket buffers (w/ SMC-9462T).

mixed results for performance when using increased socket
buffers in conjunction with reduced interrupt delay settings.

5.4. Performance Enhancements for the 3C996BT
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Figure 26. Performance for the 3Com
3C996BT using the Tigon v0.98 drivers

As was seen in Figures 9 and 18, increasing the frame
size in the standard operating system environments de-

creased performance of the 3Com 3C996BT. Further, un-
like the Intel 1000XT and ns83820-based cards under
GNU/Linux or the SysKonnect SK98-21 under Windows
2000, adjustments to the interrupt delay (interrupt modera-
tion) did not increase the card’s performance.

This phenomena was not isolated to the bcm5700
drivers. New to the standard 2.4.19 Linux kernel are the
Tigon drivers (tg3) for the Broadcom chipset. Figure 26
shows the performance of the Tigon drivers from the 2.4.19-
pre9-ac2 kernel. Note that Figure 26 illustrates that the phe-
nomena of decreasing performance with increasing MTU
carries over to the Tigon drivers as well.

The decreased performance by increased MTU size
indicated that a closer look a the socket buffer sizes
was warranted. Figures 27 and 28 support this hy-
pothesis. By increasing the size of the socket buffers
to 1-Mbyte, the performance of the 3C996BT is “recti-
fied.” That is, by increasing the socket buffers specified
in /proc/sys/net/core/ from 64KB to 1MB, the
3C996BT displays increased performance with increased
frame sizes, and exhibits overall superior performance.
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Figure 27. Performance for the 3C996BT:
bcm57000 with 1Mb socket buffers.

One final observation from the experiments is the signif-
icantly different latencies observed in the Tigon drivers:78
usec for a 33MHz bus, 158 usec for the 66 MHz bus.

6. Related Work and Follow-up Investigations

While this report focuses on architectural, driver and
TCP-related issues of performance, related benchmarks ad-
dressing the impact of the communication layer implemen-
tation (MPICH, LAMPI, PVM, and such) can be found
in [7]. There are several groups working on performance



m 3C966BT, Tigon v0.98
Latency: 0.000078 (33MHZ) 0 000158 (66MHZ) Max. Throughput 942.518315 Mbps

1000

—"66MHz, 64-bit, 1500 MTU IM
900 F 66MHz, 64-bit, 2000 MTU 1M

300 | 33MHz, 64-bit, 1500 MTU 1M

33MHz, 64-bit, 4000 MTU IM
700 F — — 33MHz, 64-bit, 6000 MTU 1M
33MHz, 64-bit, 9000 MTU IM

600 -

500

400

Throughput (Mbit/s)

300 -

200

100

0 . . . . . . .
1 10 100 1000 10000 100000 1e+06 1e+07 1e+08 1le+09

Packet Size (bytes)

Figure 28. Performance for the 3C996BT:
Tigon v0.98 with 1Mbyte socket buffers.

analysis associated with various fiber and copper solutions
based upon the National Semiconductor dp83820 chipset.
A portion of the work previously mentioned in [7] exam-
ines issues associated with tuning several communication
libraries atop of TrendNet cards driven ns83820 drivers.
Various package compilation options, header tweaks, DMA
approaches, and socket options are discussed as they relate
to overall performance of the communication package. The
aforementioned work also addresses communication library
performance results associated with the SysKonnect SK98.
The performance of the fiber-based NetGear GA621, also
driven by the National Semiconductor dp83820 chipset, is
discussed in the context of the GAMMA project (the Genoa
Active Message MAchine) in [1].

Ongoing investigations by the authors of this report in-
clude aspects of CPU utilization. One of the issues that
arises when decreasing interrupt delays, as was depicted in
Section 5, is the consequential utilization of the processor(s)
for interrupt handling. This is of considerable concern in the
area of compute clusters, where cpu utilization for commu-
nication would be at the expense of computation.

Another aspect that is being examined in conjunction
with switching technologies is link aggregation, 802.3ad.
To a certain degree, linear speedups in throughput can be
observed in Fast Ethernet by aggregating multiple network
cards into a single link. However, the aggregation of Giga-
bit Ethernet cards into a single link runs the risk of PCI bus
over-saturation and marginal increases in throughput. The
findings for aggregation of Gigabit Ethernet technologies
for the cards presented in this report that support 802.3ad
can be found in [3].

7. Conclusions

The findings of this report show that throughput, stabil-
ity, and performance from copper-based GigE cards are in-
timately connected with judicious use and understanding of
the corresponding driver(s) in GNU/Linux, and to a lesser
extent in Windows 2000.

The influence of the driver can be drastically seen by
examining, for example, the performance of the NetGear
GA622T and the 3Com 3C996BT under various drivers and
operating systems. The performance of the same NetGear
GA622T is shown in Figures 7, 8, 17 and 24. Further,
these performance graphs can be compared directly with
Figure 25 — an SMC card with the same chipset as the Net-
Gear. A card’s dependence upon the configuration of the
operating system is seen with the 3Com 3C996BT in Fig-
ures 9, 18, 26, 27, and 28. Throughput, stability, latency,
and bus speed influences vary to extremes.

In addition, the results presented in this document show
several counter-intuitive phenomena: that the range of
throughput for GigE cards under a single driver is extremely
broad; higher bus rates can have detrimental effects; larger
MTU sizes can lead to poorer throughput; and combining
driver optimizations can lead to sub-optimal performance.
As a consequence, poorly-configured drivers and unoptimal
frame sizes can result in remarkably sub-par performance
whereas tuned drivers show a considerable payoff in low
latency, high throughput, and stability.
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